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Abstract

A recent innovation in market design is the use of the
market mechanism to aggregate private information
to forecaset future events. In this paper I consider
conditions for information aggregation in parimutuel
pricing systems.

1 Introduction

A fundamental fact in our lives is dispersion of rele-
vant information among players and their incentives
to play with their private information. Thus e¢ cient
aggregation of these private information has been one
of the key tasks in market and institution design.
For example, Hayek (1945) was able to predict that
market based mechanisms would outperform central
planned command mechanisms at 1945 based on this
insight.
Recent developments of information technology

such as the Internet and the Peer-to-Peer systems
have drastically decreased the cost of complex com-
munications. How will it a¤ect information aggrega-
tion ? Is it possible to design novel innovative systems
?
In this paper I propose a study of Information

Aggregation Mechanisms (Plott and Sunder (1988),
Plott (2000)) which use price mechanisms to ag-
gregate information among players to predict future
events. There have been already several implementa-
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tions: (1) Iowa Electronic Market1has created a mar-
ket to trade contingent claims based on economic and
political events. (2) Idea futures and policy analysis
market (Charles,Hanson, Ledyard, Ishikida (2003))
has used market for contingent claims for the pre-
diction of political events. (3) Sales forecasts (Plott
and Chen (2002)). Hewlett-Packard uses a market for
contingent claims for sales data for predictions. The
price has been a more accurate predictor than the of-
�cial forecast. (4) Economic Derivatives2 . Goldman
Sachs and Deutsche Bank created markets for deriva-
tives whose payo¤ depends on the economic statistics
such as nonfarm payrolls.
Early analysis of these mechanism use a rational

expectations equilibrium approach. The application
of a rational expectations equilibrium in an econ-
omy with di¤erential information is problematic since
players do not have incentives to acquire information
given the fully revealing price (e.g. Milgrom (1981)).
As a result, it is meaningful to apply a game the-
oretic approach to explicitly study the price forma-
tion process and the incorporation of information into
prices.
In this paper I consider a sealed-bid pari-mutuel

pricing system, which is used in, for example, the
auctions for Economic Derivatives. In a sealed-bid
pari-mutuel system, each player chooses among possi-
ble realizations of the underlying state variable. The
state price (or implied probabilities) is de�ned as the
amount of bids for this realization of the state vari-
able divided by the total amount of bids. If a player

1http: //www.biz.uiowa.edu/iem/
2http: // www.gs.com/econderivs/
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is able to guess the correct realization of the state,
then the player receives the amount which equals to
his/her bid divided by the state price. Otherwise the
player just loses the amount of the bid.
I de�ne information aggregation in this system to

be convergence of the state prices to the probability
distribution of the underlying state variable as the
number of bidders goes to in�nity. The basic idea is
that if there is a divergence between the state prices
and the distribution, there are opportunities for ar-
bitrage. If a player is certain that the state price for
some realization is strictly less than the underlying
probability, then the player can make a strictly posi-
tive expected payo¤ from bidding for this realization.
This strictly positive payo¤ will give a violation to
the zero expected equilibrium pro�t condition derived
from the zero-sum nature of the pari-mutuel system.
In this argument, it is not necessary that the market
designer knows about these underlying distribution
of the state. In this sense, the market designer can
aggregate information from players while respecting
incentive constraints without any payments.
There is a similarity between the argument for in-

formation aggregation in auctions (Wilson (1977),
Milgrom (1979, 81), Pesendorfer and Swinkels (1997),
and Jackson and Kremer (2004)) and the argument
in this pari-mutuel system. In both cases, the failure
of information aggregation will lead to an arbitrage
opportunity. In auctions, the basic idea is that, if
there are positive probability events where the true
value of the object and the winning price are di¤er-
ent, then a bidder can make a strictly positive pro�t
in this event. In pari-mutuel, a di¤erence between
the state prices and underlying probabilities creates
a pro�table deviation.
A di¤erence is that the pari-mutuel system requires

stronger conditions for information aggregation3 . In
order to understand this point, �rst let me recall the
argument for information aggregation in �rst price
auctions.
Building on an insight on Wilson (1977), Milgrom

(1979) considered the distinguishability condition as
a necessary and su¢ cient condition for information

3 I have been working on about �nding a weaker condition
for information aggregation, or the necessity of distinguisha-
bility condition in this paper.

aggregation in �rst price auctions. Intuitively, the
distinguishability condition implies that, for each
value, there exists a positive probability event that
a bidder is very sure that the true value is equal or
higher than this value. In auctions, a bidder, know-
ing that there is a di¤erence between the value and
the winning price at this value and this event, can de-
crease the bid to take advantage of the di¤erence. On
the other hand, this condition is necessary: without
this condition, a bidder needs to concern the possi-
bility that the bidder is going to win the object with
a higher price than the true value of the object.

A di¤erence arises in the case where the realized
state is "higher" than the state the bidder puts a
bid on. In auctions, if the realized value is higher,
then some other bidders must be bidding close to
this value, so that this bidder is not going to win
the object, and the bidder expected payo¤ is going
to be zero. Thus a bidder in auctions does not need
to worry the case where the realized state is higher
than the bid. This is a reason that the bidder only
need to distinguish whether the value of the object is
lower than the bid or not.

In contrast, in pari-mutuels, the bidder still has
to pay the bid in this case when the realized value
is higher than the bid. Thus in pari-mutuel, the
bidder needs to avoid this possibility. This implies
that the bidder wishes to distinguish whether the re-
alized signal is higher than the bid or not, in addition
to whether the realized signal is lower than the bid
or not. This implies that information aggregation is
harder in pari-mutuels than in auctions4 .

The rest of the paper is organized as follows. In
section 2, I present a formulation of pari-mutuel sys-
tems. In section 3, I consider conditions for informa-
tion aggregation. Section 4 concludes.

4But at the same time, it should be noted that the system is
budget-balanced: the market designer does not need any costs
to aggregate information. Pesendorfer and Swinkels (1996) in-
troduced a weaker double largness condition for information
aggregation in uniform price auctions. Jackson and Kremer
(2004) showed that information aggregation does not hold in
discriminatory price auctions with double largeness conditions
since a bidder wants to shade the bid even in the limit. An
appplication of these insights to pari-mutuel systems is an in-
teresting open question.
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2 A Model

This section provides a model for a sealed-bid pari-
mutuel system. I start with the description of un-
derlying state, signals, then the pari-mutuel game,
strategy and payo¤s, and �nally move to an equilib-
rium.
Let (
,F) be a measurable space.
First consider uncertainty about the state of the

nature. Uncertainty is represented by a random
variable V on (
,F) to a �nite set of fv1; :::; vMg.
Let � be the density function of V . This impliesP

m=1;:::;M �(vm) = 1. Assume �(vm) > 0 for every
m.
Next de�ne the structure of the signal. Each player

i = 1; :::; n receives a signal Xi. I assume that signals
are distributed iid given the value of V . Let fm be
the conditional density of X1 given the realization of
vm. I assume for each vm and for each possible value
of the signal x, fm(x1) > 0.
The pari-mutuel game is de�ned as follows. First,

each player i receives a realization of signal xi condi-
tional on the realization of V . Then player i chooses
bi 2 fv1; :::; vMg and bids 1 unit of good, which can
be considered as money. Suppose bidder i bids for vl.
Then the state price (or the implied probability) pl;n
is de�ned by pl;n = #fi : bi = vlg=n. If the realized
state is vl, player i receives 1=pl;n: Otherwise, player
i does not receive anything. Thus the payo¤ of player
i is

1V=vl
pl;n

� 1:Each player is risk neutral.
Let me pause for a moment to make an intuitive

comparison with �rst price auctions. In �rst price
auctions, the payo¤ formula is (V � bi)1bi�maxj 6=i bj
where V is the value of the object and bi is the bid
by bidder i. Information aggregation implies a bid-
der earns zero expected payo¤s: V converges to the
winning bid Wn (in probability). In my pari-mutuel
model, the expected payo¤ formula is �l=pl;n � 1. A
zero pro�t implies that the state price pl:n converges
to the underlying probability �l. This is, of course, a
familiar result in asset pricing theory (assuming risk-
neutrality).
Then I consider a strategy, a payo¤, and an equi-

librium. A pure strategy of player i is a map �i from
the set of possible signal to fv1; :::; vMg. In order to

compute the expected payo¤ at state si given the ac-
tion �i(si) and a strategy of other players ��i, �rst
let me compute the ex post payo¤ given the realiza-
tion of (v; s�i) : In this case, the other players�s bids
are ��i(s�i), so the state price for the state �i(si) is
p�i(si);n = #fj : �j(sj) = �i(si)g=n: Thus the payo¤
is

ui(si; �i(si); s�i; ��i(s�i); v) =
1V=v�i(si)
p�i(si);n

� 1:

By taking expectations, the interim expected payo¤
is

Ui(si; �i(si); ��i) =

Z
1V=v�i(si)
p�i(si);n

dF (s�i; vjsi)� 1:

The equilibrium is de�ned by a strategy pro�le
f�igi=1;:::;n such that, for each i, for almost every
si; for every bi; Ui(si; �i(si); ��i) � Ui(si; bi; ��i).
Finally I de�ne that information aggregation takes

place at an equilibrium if, given an equilibrium strat-
egy pro�le �, the state price converges to the under-
lying distribution of the state variable in distribution,
pm;n ! �m as n!1.
In contrast to auction theory where the conver-

gence is de�ned by a convergence in probability of
the underlying value and the winning price, I de�ned
the convergence in terms of its distribution. It is
because in pari-mutuel, I am interested in the con-
vergence between the state prices and the underlying
distribution of the state variable, not in the distance
between the true value and the winning price.

3 Information Aggregation

This section explains the argument for information
aggregation.

A basic idea is that the divergence between the
state price and the underlying distribution will pro-
vide an arbitrage opportunity. Consider a following
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picture:

In this picture, at v1, the state price p1 is lower than
prior probability �1. Then, bidding at v1 will provide
a strictly positive payo¤ because �1=p1 � 1 > 0.
As a simple numerical example, consider a case of a

coin toss. In this case, the prior probabilities of head
and tail are 0.5 respectively. If the state price for
head is 0.7 and for tail is 0.3, then bidding on tail is
going to produce a excess payo¤ of 2=3. Thus the bid
for tail will increase and for head will decrease. This
arbitrage will eventually lead to coincidence between
the prior probability and the implied probability and
there will be no arbitrage in the limit.
In order to deal with incomplete information, I con-

sider a version of distinguishability

Assumption. The signal structure satis�es the dis-
tinguishability condition if for each possible value vm
there exists some bidder i and a positive probability
event Ai such that P (vmjxi 2 Ai) = 1:
This distinguishability is stronger than the cor-

responding condition in Milgrom (1979): the signal
structure must distinguish not only between fV =
vkg and fV < vkg; but also fV = vkg and fV > vkg.

Proposition. With the distinguishability condition,
a pari-mutuel system aggregates information.

Proof. The proof consists of two parts. First I check
that the expected payo¤ in an equilibrium is zero.
In the second part, I show that if the information

aggregation fails, then there exists an deviation with
strictly positive expected payo¤s.
First, for each realization of (v; s) and a strat-

egy pro�le f�ig, since the game is zero-sum,P
i=1;:::;n ui(si; �i(si); ��i(s�i); v) = 0:By integrat-

ing over (v; s), I get
P

i=1;:::;n Ui(si; �i(si); ��i) =
0:In addition, since each player can have nonnegative
payo¤s in an equilibrium, Ui(si; �i(si); ��i) � 0 for
each i; si;and an equilibrium strategy f�ng. Thus in
an equilibrium, Ui(si; �i(xi); ��i) = 0 for each i; si.
Suppose information aggregation fails. Then

there exists some underlying value vm such that
lim supn P1(pm;n � ��m � 0jv = vm) > � for some
� < 1. Then, by distinguishability, there exists some
player i and some positive probability event Ai such
that P (! : v(!) = vmjxi 2 Ai) = 1. Consider a bid
of vm if xi 2 Ai. Then there exists some n <1 such
that P1(pm;n � ��m � 0jv = vm) > �.
Then i�s expected payo¤ from bidding on vm at

AiisZ
1

pm;n
1v=vm, and pm;n���m�0dF (v; x�ijxi 2 Ai)

+

Z
1

pm;n
1v=vm, and pm;n���m>0dF (v; x�ijxi 2 Ai)� 1

Now bound from the �rst term using the relation that
pm;n � ��m , and the second term using the relation
of pm;n � 1, I get the lower bound of the above ex-
pression by

1

��m

Z
1v=vm, and pm;n���m�0dF (v; x�ijxi 2 Ai)

+

Z
1v=vm, and pm;n���m>0dF (v; x�ijxi 2 Ai)� 1

Since
R
1v=vm, and pm;n���m�0dF (v; x�ijxi 2 Ai) >

� and
R
1v=vm, and pm;n���m>0dF (v; x�ijxi 2 Ai) �

(1 � �). Thus the expression is bounded below by a
positive constant 1

��m
�+ (1� �)� 1 > 0. �

4 Conclusion

This paper proposes a research agenda of understand-
ing the strategic foundation of information aggrega-
tion mechanism.
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For example, static mechanisms versus dynamic
mechanisms5 . This paper studied a one-shot process.
What will be the properties of dynamic processes ?
Will it lead to herding behavior ? How do anom-
alies such as long-shot bias take place ? Will the
comparison between one-shot mechanisms and dy-
namic mechanisms in auction theory carry over to
pari-mutuels ?
Another issue will be revenue properties. There

is no revenue for the market maker in this model.
What is the optimal policy of the market maker to
maximize the expected revenue with a �nite number
of bidders ?
It will be interesting to conduct a performance

comparison between pari-mutuel systems and other
mechanisms such as (double) auctions for contingent
claims.
Finally, more generally, how does the decentralized

communication network structure of the Internet, ex-
empli�ed by P2P systems, a¤ect evolution of consen-
sus6 ? Under what conditions these communications
will lead to e¢ cient information aggregation/herding
?
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